 Vc/27-Jul-04
Week31 starting 26 July  04

SM18 Operation Meeting (Tuesdays)

 Bench status  on Monday 12 july  16.20hrs 

	TBA1
	MBAL3177
	ICS 3 Traveller after warm test
	299.6

	TBA2
	MBBL3189
	Prep 5 Pumping + Cool Down
	182.1

	TBB1
	MBBL1098
	ICS 6 Disconnect Magnet WP07
	mistake

	TBB2
	MBAL3180
	PT 5.1 1.5 KA Quench LF
	1.9

	TBC1
	MBAL3172
	ICS 2 Connect Magnet (ICS)
	298.6

	TBC2
	SSS031
	PT 1 IAP @ cold
	1.9

	TBD1
	SSS023
	Prep 5 Pumping + Cool Down
	2.35

	TBD2
	SSS017
	FINISHED ?
	1.91

	TBE1
	MBBL2091
	PT 12 Warm Up
	185.5

	TBE2
	MBBL2035
	CRYO Needs Repair Wed 28July04
	134.6

	TBF1
	MBBL1129
	PT 12 Warm Up
	192.9

	TBF2
	MBBL2085
	PTE Min. NRJ 3KA Diode Test
	1.9


7/26/2004 4:19:52 PM    Temperature data are taken from TBSM18 site
Coordinator this week: V Chohan  ; MTM support on call :  (16-3602).

11 Magnets( 9 dipoles+ 2 SSS)   Disconnected after tests last week    ( Sat Midnight to Sat midnight)  
· Situation From Cryogenics:  J-P Lamboy or ACR Rep.(Jerome ?)

· Repair of E2 leak on Wed morning
Priorities & Board stickup :session for OP thurs aft.at 13.30

· SSS work :  
B Cluster Aux Power Supplies tests :richard

Bench status  and tests for now( Monday 26/7at 18.00 hrs)  & next few days :  see Video Display

	Magnets under Test on 26-07 5:54:08 PM 

	-
	Bench
	Magnet
	Shafts
	Start
	Connect
Time
	Cooling 
Time
	Cold Test 
Time
	Warming 
Time
	Disconnect
Time
	Last Test
Desc
	
Time
	
I
	
Temp.
	Total

	1
	TBA1
	MBAL3177 
	[image: image1.png]



	25-07 
	33 h.
	-
	-
	-
	-
	ICS 3 Traveller after warm test
	25-07
(15 : 28) 
	0 A. 
	300 K
	33 hours

	2
	TBA2
	MBBL3189 
	[image: image2.png]



	24-07 
	46 h.
	14 h.
	-
	-
	-
	Prep 5 Pumping + Cool Down
	26-07
(03 : 18) 
	0 A. 
	Cooling
	60 hours

	3
	TBB1
	MBBL1098 
	[image: image3.png]



	24-07 
	39 h.
	17 h.
	-
	-
	-
	ICS 6 Disconnect Magnet WP07
	26-07
(10 : 25) 
	0 A. 
	300 K
	56 hours

	4
	TBB2
	MBAL3180 
	[image: image4.png]



	22-07 
	95 h.
	-
	-
	-
	-
	PT 5.2 1.5 KA Quench HF
	26-07
(15 : 12) 
	1500 A. 
	1.9 K
	95 hours

	5
	TBC1
	MBAL3172 
	[image: image5.png]



	26-07 
	5 h.
	-
	-
	-
	-
	ICS 2 Connect Magnet (ICS)
	26-07
(14 : 12) 
	0 A. 
	300 K
	5 hours

	6
	TBC2
	SSS031 
	[image: image6.png]



	22-07 
	69 h.
	24 h.
	3 h.
	-
	-
	PT 2 HV Cold Test
	26-07
(16 : 55) 
	0 A. 
	1.9 K
	96 hours

	7
	TBD1
	SSS023 
	[image: image7.png]



	19-07 
	98 h.
	-84 h.
	157 h.
	-
	-
	Prep 5 Pumping + Cool Down
	23-07
(16 : 29) 
	0 A. 
	Cooling
	171 hours

	8
	TBD2
	SSS017 
	[image: image8.png]



	02-07 
	178 h.
	147 h.
	251 h.
	-
	-
	PT 9 CDAP HV
	26-07
(16 : 46) 
	0 A. 
	1.9 K
	576 hours

	9
	TBE1
	MBBL2091 
	[image: image9.png]



	21-07 
	16 h.
	88 h.
	21 h.
	5 h.
	-
	PT 12 Warm Up
	26-07
(12 : 59) 
	0 A. 
	Warming
	130 hours

	10
	TBE2
	MBBL2035 
	[image: image10.png]



	23-07 
	37 h.
	-27 h.
	63 h.
	-
	-
	Prep 5 Pumping + Cool Down
	25-07
(05 : 44) 
	0 A. 
	Cooling
	73 hours

	11
	TBF1
	MBBL1129 
	[image: image11.png]



	19-07 
	35 h.
	66 h.
	71 h.
	-
	-
	PT 12 Warm Up
	26-07
(10 : 09) 
	0 A. 
	1.9 K
	172 hours

	12
	TBF2
	MBBL2085 
	[image: image12.png]



	21-07 
	8 h.
	8 h.
	102 h.
	-
	-
	MM1 MM position
	26-07
(17 : 42) 
	0 A. 
	1.9 K
	118 hours


 

	-
	Magnet
	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	Q7
	Q8
	Q9
	Q10
	Q11
	Q12
	Q13

	1
	MBAL3177
	[image: image13.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	2
	MBBL3189
	[image: image14.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	3
	MBBL1098
	[image: image15.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	4
	MBAL3180
	[image: image16.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	5
	MBAL3172
	[image: image17.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	6
	SSS031
	[image: image18.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	7
	SSS023
	[image: image19.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	8
	SSS017
	11325 Amp.
(Q_E 12)
	11607 Amp.
(QI_12)
	12095 Amp.
(QI-12)
	12541 Amp.
(QI-34)
	11431 Amp.
(No Data)
	12850 Amp.
([image: image20.jpg]


)
	-
	-
	-
	-
	-
	-
	-

	9
	MBBL2091
	11983 Amp.
(D2_U)
	12859 Amp.
([image: image21.jpg]


)
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	10
	MBBL2035
	[image: image22.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	11
	MBBL1129
	12217 Amp.
(D2_L-S01)
	12589 Amp.
(D2_U_s13)
	[image: image23.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	12
	MBBL2085
	[image: image24.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-


Results by Week for PREVIOUS week 

Tests 

	Magnets under Test from 18-07-2004 to 24-07-2004 

	-
	Bench
	Magnet
	Shafts
	Start Date .
	Connect
Time
	Cooling 
Time
	Cold Test 
Time
	Warming 
Time
	Disconnect
Time
	End Date
	Total
	
	

	1
	TBA2
	MBAR1137 
	[image: image25.png]



	16-07-2004 
	51 h.
	65 h.
	71 h.
	20 h.
	11 h.
	24-07-2004 
	192 hours
	
	

	2
	TBB1
	MBAL3176 
	[image: image26.png]



	18-07-2004 
	28 h.
	61 h.
	21 h.
	19 h.
	9 h.
	24-07-2004 
	144 hours
	
	

	3
	TBB1
	MBAL3181 
	[image: image27.png]



	13-07-2004 
	31 h.
	31 h.
	29 h.
	14 h.
	13 h.
	18-07-2004 
	120 hours
	
	

	4
	TBB2
	MBAR2036 
	[image: image28.png]



	17-07-2004 
	28 h.
	44 h.
	-
	-
	-
	22-07-2004 
	120 hours
	
	

	5
	TBC1
	MBAR3026 
	[image: image29.png]



	12-07-2004 
	24 h.
	95 h.
	20 h.
	19 h.
	11 h.
	19-07-2004 
	168 hours
	
	

	6
	TBC2
	SSS024 
	[image: image30.png]



	07-07-2004 
	67 h.
	50 h.
	224 h.
	14 h.
	21 h.
	22-07-2004 
	360 hours
	
	

	7
	TBD1
	SSS020 
	[image: image31.png]



	25-06-2004 
	136 h.
	88 h.
	290 h.
	12 h.
	24 h.
	18-07-2004 
	552 hours
	
	

	8
	TBE1
	MBAL3179 
	[image: image32.png]



	15-07-2004 
	36 h.
	50 h.
	27 h.
	17 h.
	9 h.
	21-07-2004 
	144 hours
	
	

	9
	TBE2
	MBAL3149 
	[image: image33.png]



	17-07-2004 
	21 h.
	53 h.
	-
	-
	-
	23-07-2004 
	144 hours
	
	

	10
	TBF1
	MBBL3187 
	[image: image34.png]



	14-07-2004 
	18 h.
	61 h.
	20 h.
	19 h.
	6 h.
	18-07-2004 
	96 hours
	
	

	11
	TBF2
	MBBL3128 
	[image: image35.png]



	13-07-2004 
	22 h.
	117 h.
	-
	-
	-
	21-07-2004 
	192 hours
	
	


Quench Information
	-
	Magnet
	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	Q7
	Q8
	Q9
	Q10
	Q11
	Q12
	Q13

	1
	MBAR1137
	12181 A.
(D1-U)
	12357 A.
(D1-L)
	12703 A.
(D2_L)
	[image: image36.png]



	-
	-
	-
	-
	-
	-
	-
	-
	-

	2
	MBAL3176
	11800 A.
(D1-U)
	12094 A.
(D1-U)
	[image: image37.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	3
	MBAL3181
	12085 A.
(D1-U)
	12334 A.
(D1-U)
	[image: image38.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	4
	MBAR2036
	11424 A.
(D1_L_MRB)
	12034 A.
(D1-U-??)
	12572 A.
(D2_L)
	[image: image39.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-

	5
	MBAR3026
	12851 A.
(D2-L)
	12851 A.
[image: image40.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	6
	SSS024
	11599 A.
(QE_34-12)
	11819 A.
(QE_34-12)
	12580 A.
(QE-12)
	12579 A.
(QI-12)
	12820 A.
(QI-12)
	12793 A.
(QI-34)
	12850 A.
[image: image41.jpg]



	-
	-
	-
	-
	-
	-

	7
	SSS020
	11197 A.
(I-12 s6)
	12059 A.
(E-34-S04)
	12149 A.
(QI-12-S4)
	12470 A.
(QE 34)
	12706 A.
(QI-12)
	12699 A.
(QE-34)
	12850 A.
[image: image42.jpg]



	-
	-
	-
	-
	-
	-

	8
	MBAL3179
	10445 A.
(D2-U)
	11711 A.
(D2-L)
	12850 A.
[image: image43.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	9
	MBAL3149
	9546 A.
(D1-U)
	12523.1 A.
(D2-U)
	[image: image44.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	10
	MBBL3187
	10913 A.
(D1 U)
	12391 A.
(D2_U)
	[image: image45.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	11
	MBBL3128
	11715 A.
(D1 U)
	12798 A.
(D2 L)
	[image: image46.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-


 

General Problems last week :  
	Date
	Bench
	Problem
	Type
	Application/

soft
	Action/advise

	Tuesday_20_N
	TBE2
	IAP@Cold. At the first attempt, HF files were not created, LF was created OK. At the second attempt (after resetting the crates) HF files were created, but with the time stamp of the previous LF files!

Subsequent attempts were synchronised.
	MTM
	
	Switch off the water for another cluster, reset the PC, then switch on the water again. 

	Tuesday_20_N
	Any
	Several quenches produced WARNINGS about DirVT voltage Jumps exceeding 6V:

TBB2 2036 G0407210343.a01

TBA1 1136 D0407202211.a07

TBE2 3149 E0407210428.ka01

Is this just a coincidence? Maybe it should be checked. 
	MTM
	
	If this pick of voltage are high inform test coordinator.

For Information:

The average of Ansaldo is 6V.

Alstom and Noel are around 2V.

(By Eric FLOCH)

	Tuesday_20_N
	TBD2
	SSS 023: comment by Federico: the connector C11 that was hard to (un)plug has been changed. 
	MTM
	
	Some storage of this connector are require.

	Thursday_22_M
	TBB1
	Quench during PTE (Diode Test), perhaps the ramp at 50A/s, quench the magnet.
	OP
	
	Ramp rate changed to 20A/s & done the test manually.

	Thursday _22_A
	TBD2
	Lead Temperature interlock when starting a test. The current leads are extremely hot. Cryo called their piquet to fix the problem. 


	CRYO
	
	Ask Cryo specialist?

	Thursday _22_N
	TBB1
	When PT8 was launched in B1, there was a small quench. The temperature of the magnet did not increase. The test was immediately launched again and was completed successfully.
	OP
	
	?

Per haps Ramp rate problem.

	Friday_23_M
	TBC2
	SSS031:HV @ Warm Initial test failed while executing the step " Sextapole Vs M(x) -  M(x) - F Correctors".  Message appeared was " Applied voltage has passed 10% of 
the pecified value".
	OP
	
	?

	Friday _23_M
	TBC2
	HVtest "Warm before connection" re-done with the corrector leads disconnected.
	ICS


	
	E-traveller problem because dipole secance is not the same than SSS.

	Friday _23_A
	TBD
	There is a water interlock fault coming from the power converter, actually the flow is 50L/min but the interlock does not reset. Federico called AB-PO standby support 16.36.68 for intervention, he is coming later on
	PO


	
	Check and adjusted by PO support.

	Friday _23_N
	TBF1
	Problem with HW rec system while launching IAP@cold-T-coil test. Config file contain ORACLE errors HW stopped because of an "invalid count of equipment having hcxmtc_017-cr000006 as parent", 
	IT/MTM


	
	Federico edited files manually and try to correct the errors that were related to the sectors S1819 (D1S10). test is going on.

	Friday _23_N
	All cluster
	Cryo problem temperature problem with CWU2, the cryo piquet has called and he will come tomorow morning to check that. The CWU1 works but the capacity is limited at only 1 magnet to cooling down and warming up.
	CRYO


	
	Ask Cryo specialist?

	Friday _23_N
	TBC1
	During PTE, a quench occurred at 147 A. The test was conducted by manually ramping the current to 3000 A at 20 A/s (50 A/s is the default value when the test is launched by TEMA


	
	
	Ramp rate changed to 20A/s & done the test manually.

	Friday _23_N
	All

cluster
	Cryo problem temperature problem with CWU2, the cryo piquet has called and he will come tomorow morning to check that. The CWU1 works but the capacity is limited at only 1 magnet to cooling down and warming up.
	CRYO
	
	Ask Cryo specialist?

	Friday _23_N
	TBD2 
	TBD2: SPA happened during 2nd measurement.
	CRYO
	
	Cryo OK lose during measurement.

	Saturday _24_M
	TBC1
	Tau jump too high in LF IAP@warm.
	
	
	?

	Saturday _24_N
	TBF1
	TBF1 : Min energy @ 3000 A. Few seconds after reaching 3000 Amps current ramped down and after reaching zero ramped to 3000 Amps automatically. Printout for IDCCT_LF during this period enclosed in shift log book.
	CO
	
	Ramp rate changed to 20A/s & done the test manually.

	Saturday _24_N
	TBF1
	Min NRJ test @3000A. AQA Warning : I_earth abnormal signal shape,  

D1-2 : DirVT voltage Jump exceeded 6 V,  

Vmin out of time frame, However there is no AQA alerts for training quench.
	MTM
	
	Check by specialist.

	Saturday _24_N
	TBD1
	During SSW cold measurements towards the end of the test current in MQ ramped down automatically to '0' from 5000 A. Reason unknown. Magnet powered again and test repeated.
	
	
	Reason unknown.

	Sunday_25_M
	TBB1
	MBBL 1098, the problem of sensor TT821 is confirmed, Federico checked the input of LF DAQ (V.input = 5.9V, V.range = 6.2V). On connector C10 of the magnet the resistance between pins 1,2 = 178.4 Ohm and between pins 5,6= open (pin 5 is ok, but pin 6 is open)
	MTM
	
	Federico intervention.

	Sunday_25_A
	TBE1
	MBBL2091:
While launching PT4 (SPA), PC main fault occured due to water supply problem even though water flow looked to be adequate. Water supply to Cluster C was stopped and subsequently after resetting PC locally, fault got cleared.
	MTM
	
	

	Sunday_25_A
	TBF2
	Min NRJ @3000 Amps. AQA Warning :  

D1-2 : DirVT voltage Jump exceeded 6 V,  

Vmin out of time frame,

These warnings are similar to that appeared for same test on F1 bench the previous day
	MTM
	
	Test coordinator was inform.

	Sunday_25_N
	TBE1
	Min NRJ @3000 Amps. AQA Warning : I_earth abnormal signal shape

D1-2 : DirVT voltage Jump exceeded 6 V,  

QH1-4 Vmin out of time frame,

These warnings are similar to that appeared for same test on F1 bench the previous day & F2 bench today
	MTM
	
	Test coordinator was inform.

	Sunday_25_N
	TBB2
	HVtest with rack SMTP.MY92. Switchbox error, some relays not in correct position. Rack changed and test ok
	MTM
	
	Equipment Support.

	Monday_26_M
	TBF2
	Note about MM, the HW system will probably give an error related to the settings files later on, it is due to an ORACLE error into MTF for shatf #26, should it appear, call eq. support, he will come to correct the files manually.
	MTM
	
	Equipment Support.

	Monday _26_M
	TBB1
	It was a mistake that this magnet came back - was tested already in June.Magnet still at 300K. Tests terminated after Prep3 (HV Insul after bolting )    /Vacuum broken by Cryo now/ V.Chohan
	
	
	

	Monday_27_A
	All cluster
	The traveller is not possible to signed cooling down of A1, signed is refuse
	OP
	
	The problem was resolved in the end of the day.

	Monday_27_A
	TBD2
	HV blocked in Cryogenic heater vs Ground.
	MTM
	
	Equipment support was inform








