vc/28-Oct-03
Week 44 starting 27 Oct 03

SM18 Operation SCHEDULE Meeting (Tuesdays)

Schedule for this week : 
	BENCH
	CURRENT

MAGNET
	STATUS 

Today(28/10/03)
	Forward look,   & Next Magnet 

	TBA1
	NOT Active
	
	Bench de-activated – preparation for D bench

“Park” here 2001 ( moved from D bench )

	TBA2
	3054
	To be cooled down after leak fixed ?
	 

	TBC1
	2024
	Warming up but cool down again next
	Cold Tests AFTER Thermal Cycle Required

	TBC2
	SSS2
	To connect
	

	TBE1
	2026
	Connect & cooldown
	Start cold tests Thursday?

	TBE2
	1050
	To remove
	Next 3008

	TBF1
	2002 
	To remove
	Next 1052

	TBF2
	1049
	cold
	Continue COLD Tests


Test Coordinator this week:  stephane;  MTM  Tech. on call:  (16-3602) : ewald
· Situation From Cryogenics:  J-P Lamboy or ACR Rep.

· Other General Issues
1. Resistance M’ments & Traveller

2. Traveller Followup – “I” shift 0830-1730

3. new todo list 
4. IAP Method use & follow up

5. AOB

Current Bench Status:

	SM18 LHC Magnet Test Facility [image: image1]


	TBA1
	_
	_
	 


	TBA2
	MBAR3054
	Prep12 Pumping + Cool Down
	Cooling


	TBB1
	_
	_
	 


	TBB2
	_
	_
	 


	TBC1
	MBAR2024
	PT31 Warm Up
	Warming


	TBC2
	SSS001
	Prep 13 Disconnect Magnet
	300 K


	TBD1
	_
	_
	 


	TBD2
	_
	_
	 


	TBE1
	MBAR2026
	Prep2 HV Test Warm
	300 K


	TBE2
	MBBL1050
	Finished Ready to go
	300 K


	TBF1
	MBBR2002
	Finished Ready to go
	300 K


	TBF2
	MBBR1049
	PT6.3 Training 3
	1.9 K
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Problems of Last Week

	Date
	Problem
	Type
	Application/soft
	Action/advise

	Tuesday_A
	TBF1: IAP @ cold. The Switchbox did not switch to Tcoil. In local position for the moment. Should be checked in remote position in further tests.
	
	
	Put a 220V mains switch on the mobile rack. Switching Off/On would reset the switch-box.

	Tuesday_N
	HV Mobile Rack n.1: Connector BNC of passive BusBar has broken.
	
	
	Please be more careful with the connectors.

	Tuesday_N
	TBC1: HV @ warm after bolting. When the test was launched locally, the PLCSE showed faults in mag300_x1, magair300_x1 and selAuxEFCC. Test was launched and it was OK.
	
	
	These alarms comes when helium have been put inside the magnet.

	Tuesday_N
	TBF1: MM0. MM positioning. While launching the test from TEMA, it was found that the signals remain in QloC and not goto MM position. It was moved from local position. During Autotest , there were problems in Mux, Amplifier and also in Motor. Equipment support was called and Guy is on the way.
	
	
	Guy found that there is a conflict in the transformetor( converter) of amplifier and mux resulting in the serial communication problem. Also there is a problem in the aperture 2 motor. These will be further investigated and rectified tomorrow.

	Tuesday_N
	TBF1: The magnet name is MBBR2002 but in TEMA it is MBAR2002.
	
	
	

	Wednesday_M
	TBF1 : The file generated in daq_disk2 on local server is not automatically getting transferred to storage. A new folder MBBI002_F1 is created by Georgio in storage. For analysing the file either do it locally or ask Eqv. Support to transfer the file.

As it is a repeat test the files on local server(daq_disk2) are saved in MBAI002 instead of MBBI002.
	
	
	

	Wednesday_M
	HV mobile rack 2 is repaired and back in service. (connectors for passive busbars meas. were damaged).

I see that now we have the same problem on HV mobile rack 3 !!!! I have removed this rack from the floor, until it is repaired.

This has happened 3 times in 3 weeks, so please take care of the connectors! Richard.
	
	
	

	Wednesday_A
	TBF1: We tried several times to do Mini Load Line, but each time, the motor stopped at the end stop during the measurement. We tried re-positioning the motor, running auto test, and resetting the crates, but it still happens. Called Guy who suggested leaving the crates switched off for longer and making sure that the motors were re-positioned before the measurement.
	
	
	TBF1: Mini Load Line restarted after keeping the VME crate for 10 minutes and after repositioning of motor as per Mr. Guy's sugesstion. Completed successfully.

Ask Patrick Legrand to install latest version of controller program for the motor.

	Wednesday_N
	TBF1 No reading in CR. Checked in local sun station OK.
	
	
	Tcoil checked with 1.5mA All Coils OK.

	Wednesday_N
	TBF2: IAP at warm unable to arm HF. Hardware error in HF crates.

Switch shows wrong power position

There is no trigger from Potaim card and the quench heaters are also in charged condition.
	
	
	One VME module missing.

	Wednesday_N
	TBF1: Min Energy at 6.5KA. unable to arm HF. Hardware error in HF crates.

Switch shows wrong power position

There is no trigger from Potaim card and the quench heaters are also in charged condition.

Tried to reset the HF crates. Then switched off power of Hf crates.

Restarted hf application after reset. Still Slot errors etc and not arming.

The local sunworkstation was also rebooted after resetting the crates but still trigger state persists in HF crates.
	
	
	IT had made an update of the VME system software that did not work.

	Wednesday_N
	TBC1: Thermal cycle launched. Ok  LF_web not starting
	
	
	

	Thursday_M
	2 times this morning Power supply on E Bench was taken locally by people with no communication with control room

For the time we are still experiencing communication problem with this power supply
	
	
	

	Thursday_M
	We were unable to put data in MTF due to certificate registration problem

We try to contact Elena & Davide without success
	
	
	In case of problems, e-mail to EDMS support. Or, contact Stephane Sanfilippo.

	Thursday_A
	TBF2: Cappilary problem on Cryogenics. The magnet can not be closed.
	
	
	

	Thursday_N
	TBE2: Training Ramp #2; Iquench =  10731 A

High value of MIITS shown

V Clamp_ext was above threshold for long time.(much more than the validation time)
	
	
	Mismatched cables. Probably the mismatching happened during the IAP @ cold.

A splitter ( T connector ) have been put on all cables and on all benches – except TBA.

	Friday_M
	TBC1: Can not start LF web application.
	
	
	Permission file on sunmta20 modified by someone. Investigated by Pedro.

	Friday_N
	TBE1: We tried to launch MM positioning in TBE1; however, the magnet name displayed was different

from the one present . Hence G.Deferne was contacted . He is on the way
	
	
	

	Friday_N
	TBC1: IAP@ Cold ; T-Coil was luanched; Two bad sectors in Aperture 1 were bypassed;
	
	
	

	Friday_N
	TBC1: IAP @ Cold Second run; No Offset errors in Potaim cards. However, the previous IAP was done with shafts in MM posion . This was done with shafts in Q-Loc position., which revealed errors in 6 Q-Loc  cards, which were minimized .
	
	
	

	Friday_N
	TBC1: IAP at Cold ; AC compensation; The Amplitude errors in 8 q_Loc Cards could not be adjusted further and hence the error display by IAP.
	
	
	

	Friday_N
	TBC1: HV insulation test at Cold : Current exceeded the max limit in the first five steps for the third stage of measurement at 3kV. Hence the test was discontinued. Only 1 No. hot air blower could be located & put on near the main terminals @ 4.00 AM. Test set up not disturbed, however instrumentation cables connected back.
	
	
	TBC1: Problem of HV test, humidity on current leads, test failed at 3000V.

Make ICS aware that they should remember to remove the sack with silica.

	Friday_N
	TBE1: Minimum Energy Test + RRR  at 6500 A; Vquench = 630 V + RRR

THE MAGNET TEMPERATURE FOR TBE2 WENT UP TO 25K AFTER MINIMUM ENERGY QUENCH  AND THEN CAME DOWN AND STABILISED  AROUND 12K, AS WE WANT DATA AROUND 9.2K.(PLEASE REFER NEW PROCEDURE ON RRR). CRYO HAS BEEN REQUESTED TO COOL DOWN FURTHER UP TO 9 K AND THEN STOP COOLING   NEXT SHIFT MAY PLEASE FOLLOW THIS UP.
	
	
	Refer to new procedure by Sanjay.

	Saturday_A
	TBC1: Slow PA Check. The DCCT current measured by LF and the Voltmeter showed only 200A, but the Power application and the PC showed 1000A. Called Guy. We'll see what happens at the next ramp.
	
	
	TBC1: IDCCT OK. We found that the DCCT cable used for the Keithley measurement had been short-circuited.

	Sunday_A
	TBC1: LHC Cycled failed: "Could not set amplifier gains in aperture2", and Overrange in all sectors of aperture 1. Tried resetting the amplifiers and Run Recovery - same result.
	
	
	Reset Mobile rack.

	Sunday_A
	TBC1 Training #7. IQuench 12691A. LF config file not found.
	
	
	Do not press the exit button, before the data are transferred. In the future, Adriaan will check that the data are transferred, before executing the exit command.

	Sunday_A
	Petit Didier arrived to transfer the shafts from E1 to F2, but there is nobody to help him.
	
	
	

	Sunday_A
	TBC1: We wanted to use the mobile rack from the E cluster on C1, but one of the connectors could not be removed from the C1 rack. We tried again to make the original C1 rack work again, but it failed. Called Guy, he will come.
	
	
	Cables were inverted: 1-48; 49-72

	Sunday_N
	TBF2 : IAP @ Cold ,  "T-Coil_on_x2.tst" not launching, PLC OK signal lost.(Cryo,TCL approach alarm). Although all t coils appear to be ok as checked in crate data (diagnostics).
	
	
	Problem with rotary switch. A new rotary switch will be installed in the near future.

	Monday_A
	TBC1: Min NRJ Quench data could not be analysed. Error : LF config file not found. Same problem at local server also.
	
	
	

	Monday_A
	TBF2: Min NRJ Quench data could not be analysed from TEMA. Error : LF config file not found. Same analysed at local server.
	
	
	

	Monday_A
	TBF2 : Current shown by AQA at TEMA & Local server differ by 9 Amps. (Local : 3006 Amp, TEMA : 2997 Amps)
	
	
	

	Monday_N
	TBF1: Problem on the supervision of the Cryo with the temperture reading: Temp. checked with the Labview vi: ~/plcart/plc_anticryostat.vi!! Ewald
	
	
	


