 vc/27-Jun-05
Week 26  starting 27 June 05
SM18 Operation Meeting (Tuesdays)

Bench status  on Monday  27 June 05 @: 6/27/2005 11:18:06 AM  
	10
	A1
	MBBL1232
	PT 14 Magnet MAPS
	300.82

	7
	A2
	MBAL2193
	ICS 4 Final connection
	300.1

	8
	B1
	SSS121
	Prep 2.2 IAP @ warm HF
	300.46

	3
	B2
	SSS290
	PT 13.2 Resist. Meas.
	301.89

	9
	C1
	MBBL1234
	PT 13.2 Resist. Meas.
	300.28

	4
	C2
	MBBR3357
	Prep 5 Cool Down
	5.86

	1
	D1
	SSS280
	Thermal Cycle
	5 HV

	12
	D2
	SSS616
	EX1 Extra Test
	299.83

	11
	E1
	MBBL2165
	Finished Ready to go Final scan
	301.35

	2
	E2
	MBBR3355
	PT 13.2 Resist. Meas.
	303.05

	5
	F1
	MBAL1228
	PT 12 Warm Up
	147.42

	6
	F2
	MBAL3330
	Prep 5 Cool Down
	288.03


  Temperature data are taken from TBSM18 site
 
 
Coordinator this week: P.Pugnat;
MTM support on call :  16-3602 
12 complete Magnet Tests cycles   ( 2191  ROBTC )
09  dipoles( 1 with MM )+ 3  SSS( 0  with MM) +  0 SSSS (with MM)
[2524 brought again on another cluster but cables too short – now finally rejected]

   Disconnected or ROBTC after tests last week ( Sat Midnight to Sat midnight) 
· Situation From Cryogenics:  J-P Lamboy or ACR Rep.
Lots of problems in Cryo last week?
· General Points 
· AOB

	Magnets under Test from 19-06-2005 to 25-06-2005 

	-
	Bench
	Magnet
	Shafts
	+
	Start Date
	Connect
Time
	Cooling
Time
	Cold Test
Time
	Warming
Time
	Disconnect
Time
	End Date
	Total
	Signed for
	
	

	1
	TBA1
	MBAR3343 
	[image: image1.png]



	


	14-06-2005 
	30 h.
	54 h.
	33 h.
	15 h.
	11 h.
	20-06-2005 
	143 h.
	Stripping
	
	

	2
	TBA2
	MBAR2524 
	[image: image3.png]



	


	13-06-2005 
	39 h.
	24 h.
	39 h.
	20 h.
	13 h.
	19-06-2005 
	135 h.
	Stripping
	
	

	3
	TBB1
	SSS223 
	[image: image5.png]



	


	17-06-2005 
	41 h.
	18 h.
	16 h.
	8 h.
	18 h.
	22-06-2005 
	101 h.
	Stripping
	
	

	4
	TBB2
	SSS219 
	[image: image7.png]



	


	17-06-2005 
	41 h.
	36 h.
	19 h.
	9 h.
	16 h.
	22-06-2005 
	121 h.
	Stripping
	
	

	5
	TBC1
	MBAR3252 
	[image: image9.png]



	


	17-06-2005 
	30 h.
	42 h.
	41 h.
	21 h.
	20 h.
	24-06-2005 
	154 h.
	Stand By
	
	

	6
	TBC2
	MBAL2191 
	[image: image11.png]



	


	15-06-2005 
	35 h.
	27 h.
	70 h.
	15 h.
	0 h.
	21-06-2005 
	147 h.
	Not Found or Thermal cycle
	
	

	7
	TBC2
	MBAL2191 
	[image: image13.png]



	


	22-06-2005 
	0 h.
	27 h.
	23 h.
	19 h.
	10 h.
	25-06-2005 
	79 h.
	Stripping
	
	

	8
	TBD1
	SSS200 
	[image: image15.png]



	


	16-06-2005 
	30 h.
	18 h.
	20 h.
	6 h.
	15 h.
	20-06-2005 
	89 h.
	Stripping
	
	

	9
	TBE1
	MBAL3103 
	[image: image17.png]



	


	16-06-2005 
	43 h.
	37 h.
	16 h.
	14 h.
	24 h.
	22-06-2005 
	134 h.
	Stripping
	
	

	10
	TBE2
	MBBR3362 
	[image: image19.png]



	


	16-06-2005 
	45 h.
	50 h.
	15 h.
	20 h.
	23 h.
	22-06-2005 
	153 h.
	Stripping
	
	

	11
	TBF1
	MBBR3361 
	[image: image21.png]



	


	16-06-2005 
	33 h.
	23 h.
	36 h.
	17 h.
	25 h.
	21-06-2005 
	134 h.
	Stripping
	
	

	12
	TBF2
	MBAL2196 
	[image: image23.png]



	


	18-06-2005 
	38 h.
	34 h.
	64 h.
	17 h.
	12 h.
	25-06-2005 
	165 h.
	Stripping
	
	

	13
	TBF2
	MBAR2524 
	[image: image25.png]



	


	25-06-2005 
	1 h.
	0 h.
	0 h.
	0 h.
	0 h.
	25-06-2005 
	1 h.
	Not Found or Thermal cycle
	
	


Quench Information
	-
	Magnet
	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	Q7
	Q8
	Q9
	Q10
	Q11
	Q12
	Q13

	1
	MBAR3343
	10258.5 A.
(D2 - L)
	11012.9 A.
(D1_U)
	12628 A.
(D2-L)
	12720 A.
(D1-U)
	[image: image27.png]



	-
	-
	-
	-
	-
	-
	-
	-

	2
	MBAR2524
	10833 A.
(D2_L)
	11852 A.
(D1-L)
	12158 A.
(D1-L)
	12338 A.
(D2-L)
	12411.4 A.
(D2-U)
	12569 A.
(D-L)
	12759 A.
(D2-U)
	12827 A.
(D2-U)
	12850 A.
[image: image28.jpg]



	-
	-
	-
	-

	3
	SSS223
	12367 A.
(QE-34)
	12851 A.
(QI_12)
	[image: image29.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	4
	SSS219
	11592 A.
(QE-34)
	12708 A.
(QI-12)
	12818.1 A.
(QI_34)
	[image: image30.png]



	-
	-
	-
	-
	-
	-
	-
	-
	-

	5
	MBAR3252
	11573.6 A.
(D1-L)
	11775 A.
(D1-L)
	12077 A.
(D1_L)
	12332.6 A.
(D1-L)
	12609.6 A.
(D1-L)
	12773 A.
(D1 - L)
	12850 A.
[image: image31.jpg]



	-
	-
	-
	-
	-
	-

	6
	MBAL2191
	11335 A.
(D2-L)
	11720 A.
(D1-U)
	12148.1 A.
(D2-L)
	12398 A.
(D2-L)
	12620 A.
(D2-L)
	12720 A.
(D1-U)
	12410 A.
(D1-U)
	12740 A.
(D1-U)
	12848.5 A.
(D1-L)
	[image: image32.png]



	-
	-
	-

	7
	MBAL2191
	11982 A.
(D2-U)
	12475 A.
(D2-L)
	[image: image33.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	8
	SSS200
	11731.6 A.
(QI_12)
	12497.9 A.
(QI_34)
	12850 A.
[image: image34.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	9
	MBAL3103
	12469.2 A.
(D1_U)
	12900 A.
[image: image35.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	10
	MBBR3362
	10149 A.
(D1 - L)
	12352 A.
(D1 - L)
	12650 A.
(D1_L)
	[image: image36.png]



	-
	-
	-
	-
	-
	-
	-
	-
	-

	11
	MBBR3361
	12551.9 A.
(D1_L)
	12449 A.
(D1_U)
	12850 A.
[image: image37.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	12
	MBAL2196
	11088 A.
(D1_U)
	12302 A.
(D1_U)
	12850 A.
[image: image38.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	13
	MBAR2524
	[image: image39.png]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
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According SMTMS and e-traveller the time lost has been :
 

A2 (New MM2 application: who, for what & who sanctioned it ?) :1235   23/06/05     from : 8:44    till : 20:51   equals : 12:07 hrs
 
D1 (Because of special SSS cohabitation & not able to switch Electronics & non-24 hr working for SSSS ):
SSS280  22/06/05   from : 8:23  till : 20:45   equals : 12:22 hrs
 

F2 (LEICA field measurements ( not only parasitic ) , New Mini NRJ application, New MM2 application  - why this work ? ..) :

2196  21/06/05  from : 8:55   till : 17:51   equals : 8:56 hrs   

 So Adding all above .  giving   Total at least  33h for special tests on different clusters but finally leading to de-phasing in cold /warm   requirements for optimal throughput.

E Cluster PROBLEMS 

This explains  in part the poor week (13 magnets), but there were also hardware problems as well as Cryo problems :  see elogbook.

So ICS oversight on C is only a minor detail added to all above.
Top of Form

	[SM18 OP] 25/06/2005 22:27:00

	TBE1 : No data in HFDAQ since HF aquisition did not trigger. Richard was informed. He suggested to use lfoff data for finding quench location and proceed for next stage. 

	 

	[SM18 OP] 22/06/2005 14:42:00

	TBE1 : HF acqusition system had problem in arming , crates were reseted but the problem came again message was :Crate 1:slot1 MX in error. HF crate being changed. 

	 


Top of Form

	

	

	

	[SM18 OP] 22/06/2005 04:32:00

	TBE2: MBBR3362: We had to switch off HF and LF crates twice before starting again the process to launch PT13.1 

	 

	[SM18 OP] 22/06/2005 03:31:00

	TBE2:MBBR3362: HF status: AM Arm Error 2 Impossible to launch iap @ warm (PT13.1). 

	 


Top of Form

C Cluster PROBLEMS [image: image41.wmf]S

earch eLogbook


Bottom of Form

	[SM18 OP] 23/06/2005 12:16:43

	TBC2: There was warning during first training ,TT821 is showing 1.548 ,Richa was informed. Richa checked and advised to open non-confirmity for temprature sensor 

	 

	[SM18 OP] 23/06/2005 10:09:16

	TBC2 : Bad connection problem solved by Maryiline 

	 

	[SM18 OP] 23/06/2005 00:07:15

	TBC2:we found a "quench origin out of the main coils" (D1-D2 = 0 volts) we checked the bench and around the voltage taps A and B there is some water. We informed cryo and they'll have a look. 

	 

	[SM18 OP] 22/06/2005 18:55:00

	TBC2: CFB now dryer, proceeding with HV tests 

	 

	[SM18 OP] 22/06/2005 17:21:50

	TBC2: Ice forming on CFB, possible cause of HV problem, PT2. Waiting for cryo team to clean up. 

	 

	[SM18 OP] 21/06/2005 01:24:40

	TBC2: During second SSL Quench@4 K, SPA occurred at around 9500A due to cryo loss. Test launched again after cryo OK. 

	 

	[SM18 OP] 20/06/2005 20:51:50

	TBC2: HV final@4.4K. Failed Dipoles vs Ground at 3050V due to condensation on the current leads. Richard checked and asked us to skip that step and continue. 

	 


D Cluster PROBLEMS 

This explains  in part the poor week (13 magnets), but there were also hardware problems as well as Cryo problems :  see elogbook.

So ICS oversight on C is only a minor detail added to all above.
Top of Form

C Cluster PROBLEMS
C Cluster PROBLEMS C Cluster PROBLEMS Top of Form

[image: image42.wmf]S

earch eLogbook


Bottom of Form

	[SM18 OP] 26/06/2005 11:36:00

	TBD1 : "Contacting PLC_SE..." after HV @ cold PT9, the PLC SE was not contacting by server. After restart server, PLC no amelioration, after restart the sun communication become OK. 

	 

	[SM18 OP] 24/06/2005 04:00:00

	TBD1:Cryo OK now, but all cryo pumping is slow. 

	 

	[SM18 OP] 24/06/2005 02:56:05

	TBD1: Cryo not OK not able to proceed with powering. 

	 

	[SM18 OP] 23/06/2005 23:50:00

	TBD1: Slow PA test. The PC would not go to STANDBY. We found that the Power Supply panel showed Dipole instead of Arc SSS. We changed the inductance to SSS manually, and the PC worked. We then restarted TEMA and re-ran the test, and the Power application configured correctly. The problem reappeared and the test was launched from local server bypassing TEMA 

	 

	[SM18 OP] 23/06/2005 22:00:00

	TBD1: AIP@cold. Problems adjusting VSum. We found that the cables on channels 10 and 11 were inversed. 

	 

	[SM18 OP] 20/06/2005 13:10:00

	TBD1: SSS200 is a new type (MS) and the the values are OK 

	 


Top of Form

[image: image43.wmf]S
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Bottom of Form

	[SM18 OP] 23/06/2005 00:33:35

	TBD2: The nominal strength m/m was repeated but the required files are not created. The test was repeated twice, but still the same problem 

	 

	[SM18 OP] 23/06/2005 00:33:05

	TBD2: SPA happened between the measurement due to cryo interlock. Again repeated the test 

	 

	[SM18 OP] 23/06/2005 00:07:45

	TBD2:FS12 nominal strength measurement problem. The measurement was contnuing in a loop with the message "checking the motion status.." . The measurement was stopped and repeated. 

	 

	[SM18 OP] 22/06/2005 19:12:24

	TBD2 : Slow PA because of spurious trigger on power converter 

	 

	[SM18 OP] 22/06/2005 18:28:27

	TBD2 : Slow PA because of cryo OK lost. the test has ok by chance. 

	 

	[SM18 OP] 22/06/2005 03:43:42

	TBD2: Return wire was not connected to the input of the Metrolab card. Previous measurement must be checked, by expert, tomorrow morning, as we might need to repeat the survey if it is not good. Richard. 

	 

	[SM18 OP] 22/06/2005 01:51:29

	TBD2: problem with FS22 -no data valid so we contact Richard who advise to check the wire connection and if the wire is touching the anticryostat . 

	 F Cluster PROBLEMS 

This explains  in part the poor week (13 magnets), but there were also hardware problems as well as Cryo problems :  see elogbook.

So ICS oversight on C is only a minor detail added to all above.
Top of Form




Top of Form

	[SM18 OP] 23/06/2005 10:09:01

	TBF2 : PT10 was repeated after consulting with stephan and Pierre, Same alarm occured --- D1-2:Direct voltage peak exceeded 200V 

	 

	[SM18 OP] 22/06/2005 07:10:00

	TBF2: MM2 works now 

	 

	[SM18 OP] 22/06/2005 06:50:00

	TBF2: problems in launching MM2; relaunched MM2 after VME crate reset 

	 

	[SM18 OP] 21/06/2005 07:03:09

	TBF2: communications problem with PLC, reset 

	 


	Date
	Bench
	Problem
	Type
	Application/

soft
	Action/advise

	Tuesday _21_A
	TBB2


	After HV test at cold, error on the PLC: try to connect PLC
	AB/CO
	
	Reset of the PLC

	Tuesday _21_N
	TBD2


	SSW measurements on SSS116.Values out of ranges. Repeated : same results
	MTM
	
	Richard came and found that the return cable was not connected to the input of the Metrolab card. Test repeated.

Stephane and Nikolay checked the results : OK

	Tuesday _21_N
	TBE2


	Arm Error 2 Impossible to launch iap @ warm.
	AB/CO


	hf
	Switch off hf and lf crates twice before starting again IAP.

Adrian replaced the hf crate Wednesday.

	Wednesday _22_M
	TBF2


	LHC cycle cannot be launched: VME communication error
	AB/CO
	
	Reset the VME crate and launch the test.

	Wednesday _22_A
	TBA2


	MM1: encoder signal not delivered properly during rotation in aperture 2 
	MTM
	
	Solved by F.Flamand

	Wednesday _22_A
	TBC2


	Ice appearing on the current leads on the CFB: HV test may be not performed in correct conditions. 
	MTM
	
	Test performed after making the CFB current leads dry.

	Wednesday _22_A
	TBA2


	Problem to arm hf DAQ. 

Unable to perform High Field quench at 1.5 kA: MXI connector of the crate hf was not properly screwed.

2 erronous triggers on LF/HF acquisition, and same error message, unable to re-arm hf.
	MTM
	hf
	Reset crate twice, then ok.

Richard screwed the MXI connector.

MXI card replaced by Richard.

	Wednesday _22_N
	TBC2


	Hf quench at 1.5 kA: "quench origin out of the main coils" (D1-D2 = 0 volts)
	MTM
	
	Richard and Stéphane informed. Stéphane asked a description of the signals observed and ask to stop the test till the morning. Lf signals are OK so not a card problem. Maryline and Richard found that a splitter for the hf crate was damaged.

	Wednesday _22_N
	TBC2


	Min energy at 11850 A on MB2196 . Alarm DTV too high (~280 V)
	MTM
	
	Stephane asked to stop the warm up. He checked the signals: consistency is there. He contacted Pierre who made a special investigation:

· Min Energy with different LF heater to provoke the quench.

· Special HV test.

DVT lower after provoking the quench with a lower energy (380 V instead of 500 V)

	Wednesday _22_N
	TBD2


	Value of the strength at nominal not running correctly. The measurement was continuing in a loop with the message "checking the motion status."
	MTM
	
	Problem in the motor controller.Test stopped and repeated but the required files are not created. The test was repeated twice, but still the same problem.

To repeate the test in good conditions the motor controler have to be switched off and on.

	Wednesday _22_N
	TBD2


	SPA happened between the measurements due to cryo interlock.
	ACR
	
	

	Thursday _23_M
	TBC2


	Tsensor on MB2191 not showing the correct value: 1.55 K instead of 1.9 K. Warning during the training.
	MTM
	
	Richard advised to open a non conformity.

	Thursday _23_A
	TBF2


	HF arming error while launching training. 
	AB/CO
	hf
	Quit LF & HF applications, switched off crate power supply.

	Thursday _23_N
	TBD1


	AIP@cold. Problems adjusting VSum.
	MTM
	
	The cables on channels 10 and 11 were inverted.

	Thursday _23_N
	TBD1


	SPA test cannot be launched. RMD not going to stamd_by. Inductance displayed is 90 mH not that for an SSS.
	MTM
	
	Good value of inductance entered. Test ran form local sun.

	Thursday _23_N
	TBA2


	SPA during LHC cycle.
	MTM
	
	Good value of inductance entered. Test ran form local sun.

	Thursday _23_N
	TBA2


	Micro cut of power: One automate blocked.

No alarm to ACR. 

Other pumps overloaded. Cryo pumping weakened.


	
	
	No pumping. Cryo OK lost . Magnet going to 4 K.

Loadline in MB1235 aborted.

LHC cycle on MB1235 not done in correct conditions: temperature fluctuating. Test repeated.

	Friday_24_A
	TBA2
	No hf DAQ during training quench.
	AB/CO
	hf
	Richard informed. He changed the CPU card and made some trials.

	Saturday_25_M
	TBB2
	Value of the temperature given by the TT821 sensor on the SSS290 is not correct.
	MTM
	
	Non conformity opened

	Saturday_25_M
	TBA1
	MBB1232: wrong current reading: 1423A instead of 1550 A. MIITS not correct.
	MTM
	
	? 

	Saturday_25_A
	TBF2
	MBAR2524 unable to be connected by ICS because of cables are to short.
	MTM
	
	Magnet changed with the MB330?

	Saturday_25_A
	TBF1
	MBB1228: Unable to reach the sufficient voltage to provoke the quench at 3 kA.
	MTM
	
	Richard informed.  He asked to  to provoke the quench with QH1&2

	Saturday_25_N
	TBE1
	No data in hf DAQ since hf acquisition did not trigger.
	AB/CO
	hf
	Richard advised to check the results using the lf DAQ

	Saturday_25_N
	TBA1
	Quench heaters are not charged but TEMA indicated that they are charged.
	AB/CO
	TEMA
	

	Saturday_25_N
	TBE2
	IAP @cold on MBBR3355 : no data
	AB/CO
	
	Crate reseted.

	Sunday_26_M
	TBE2
	MBBR3355 -Diode bump is around 500A which seems to be very less compare to usual bump.
	MTM
	
	

	Sunday_26_M
	TBD1
	Bad communication between PLCSE and the server after HV test at cold.
	AB/CO
	
	Sun re-started then OK.

	Sunday_26_A
	TBA2
	Mobic not working (internal error)
	?
	
	

	Sunday_26_N
	TBA2
	LF Aquisition not working .
	AB/CO
	lf
	Crate reseted. Then OK
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