 Vc/1-Feb-05
Week 5 starting 31 Jan 05
SM18 Operation Meeting (Tuesdays)

 Bench status  on Monday 31 Jan 05 @   1/31/2005 3:30:40 PM   
	
	A1
	MBAL1173
	Prep 5 Pumping + Cool Down
	

	
	A2
	MBAR3278
	Prep 4 TRU Connection
	

	
	B1
	SSS056
	PT13.3: WP17 HV Test
	

	
	B2
	MBBR3271
	PT 12 Warm Up
	

	
	C1
	MBAL1174
	Current Lead upgrade
	

	
	C2
	MBAR3253
	Current Lead Upgrade
	

	
	D1
	SSS036
	PT13.3: WP17 HV Test
	

	
	D2
	SSS058
	Prep 5 Pumping + Cool Down
	

	
	E1
	MBAR3280
	Prep 5 Pumping + Cool Down
	

	
	E2
	MBAL3108
	Prep 5 Pumping + Cool Down
	

	
	F1
	MBAR3283
	Prep 0 Scan Bench
	

	
	F2
	MBAL2123
	ICS 5 Traveller Last
	


1/31/2005 3:30:40 PM    Temperature data are taken from TBSM18 site
Coordinator this week: Vittorio; MTM support on call :   16-3602 .

ONLY 4  Magnets Tested  !
4  dipoles( 0 with MM & long MM)+ 0  SSS(0  with MM) +  0  SSSS     Disconnected after tests last week ( Sat Midnight to Sat midnight) 

· Situation From Cryogenics:  J-P Lamboy or ACR Rep.
· Situation on Repair :
· Silver Shoes ( problems to finish  in shutdown?)
· F Cluster & Quench in busbars or … Instrumentation ?
General Points 
Problems commutation  Dipole to SSS on B cluster (salem)
SSW Measurements

Cryo Capacity & Followup  + priorities

AOB

Tests 

	

	Magnets under Test from 23-01-2005 to 29-01-2005 

	-
	Bench
	Magnet
	Shafts
	Start Date .
	Connect
Time
	Cooling 
Time
	Cold Test 
Time
	Warming 
Time
	Disconnect
Time
	End Date
	Total
	
	

	1
	TBA1
	MBAL2127 
	[image: image1.png]



	19-01-2005 
	139 h.
	58 h.
	18 h.
	16 h.
	7 h.
	29-01-2005 
	240 hours
	
	

	2
	TBA2
	MBBL1108 
	[image: image2.png]



	19-01-2005 
	123 h.
	45 h.
	20 h.
	20 h.
	5 h.
	28-01-2005 
	216 hours
	
	

	3
	TBB2
	MBAL1175 
	[image: image3.png]



	19-01-2005 
	139 h.
	33 h.
	16 h.
	19 h.
	7 h.
	28-01-2005 
	216 hours
	
	

	4
	TBE2
	MBAL1074 
	[image: image4.png]



	19-01-2005 
	139 h.
	25 h.
	39 h.
	20 h.
	8 h.
	29-01-2005 
	240 hours
	
	


Quench Information
	-
	Magnet
	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	Q7
	Q8
	Q9
	Q10
	Q11
	Q12
	Q13

	1
	MBAL2127
	11374.5 A.
(D2_U)
	12074.1 A.
(D2_L)
	[image: image5.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	2
	MBBL1108
	11940 A.
(D2_U)
	12471 A.
(D1_U)
	[image: image6.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	3
	MBAL1175
	12490 A.
(D1_L)
	12850 A.
[image: image7.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	4
	MBAL1074
	11571 A.
(D2-U)
	12313 A.
(D2-U)
	[image: image8.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	From 23-01-2005 to 29-01-2005 

	-
	Bench
	Magnet Name
	shafts
	Start Date .
	Connect
Time
	Wait
+Cooling
	Cold
Tests
	Wait 
+Warming
	Disconnect
Time
	End Date .
	Total
	Q

	1
	TBE2
	MBAL1074 
	False 
	19-01-2005 
	139 h.
	25 h.
	39 h.
	20 h.
	8 h.
	29-01-2005 
	10 days
	2 

	2
	TBB2
	MBAL1175 
	False 
	19-01-2005 
	139 h.
	33 h.
	16 h.
	19 h.
	7 h.
	28-01-2005 
	9 days
	1 

	3
	TBA2
	MBBL1108 
	False 
	19-01-2005 
	123 h.
	45 h.
	20 h.
	20 h.
	5 h.
	28-01-2005 
	9 days
	2 

	4
	TBA1
	MBAL2127 
	False 
	19-01-2005 
	139 h.
	58 h.
	18 h.
	16 h.
	7 h.
	29-01-2005 
	10 days
	2 
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	Date
	Bench
	Problem
	Type
	Application/

soft
	Action/advise

	Monday _24_N


	TBD1
	C11 connector damaged (pin broken)
	MTM
	
	Used as is carefully: Richard informed A.Siemko for an action with the MEL 

	Tuesday _25_M


	TBF2
	Trigger of one potaim card 

Problem in one lf crate
	AB/CO
	Hf, lf
	Federico informed.

DAQ hf and lf blocked because one hidden application was running even if it closed.The process was killed.



	Friday 28_N

 
	TBF
	hf DAQ problem 
	AB/CO
	Hf
	Federico called Adrian Several problems were found:

· pins in the MXI connectors bended

· the CPU card did not boot normally. Card changed.

Adrian managed to make the hf DAQ functioning.

	Friday 28_N

 
	TBF
	“ Arm error 2” when arming DAQ hf
	MTM
	
	Federico changed the ADC card in slot 2

	Tuesday _25_A


	TBD1
	Anti-cryostat  T problem
	MTM
	
	Solved after re charging the good coefficients from MTF

	Tuesday _25_N


	
	No pumping from 4.2 K to 1.9 K possible: oil leak in one group.  Problem in one water controller in the second group
	ACR
	
	Solved  Wednesday mid day .

At 1.9 K Wednesday 15h. 16h lost.

	Tuesday _25_N


	TBA2
	Offset too high in potaim cards
	MTM
	
	Giorgio adjusted the offsets Wednesday morning

	Wednesday_26_A


	TBB2
	LF quench heater provoked quench. No signal seen by hf DAQ
	MTM
	lf
	One cable used for the  QH tests was disconnected because a SSSS was tested before. Solved by Giorgio.

	Wednesday_26_A


	TBB2
	LHF quench heater provoked quench. Vmin too high for one heater(12 V): red alarm
	MTM
	
	Stephane decided to repeat the quench. Same results.

Check of the QH discharge and MIITS: OK

OK to continue.

	Wednesday_26_N


	
	Leak in compressors: problem in cooling down the SSS in TBD1
	ACR
	
	

	Wednesday_26_N


	TBE
	Power supply problem when starting the SPA at 1 kA: RME could not be turned on.
	?
	
	Federico called. He reset the communication card of the RME then OK.

	Wednesday_26_N


	TBE2
	1.5 kA QH test : red alarm DVT too high. Non consistency of the signals in the D1 pole
	MTM
	
	Stephane and Federico informed. Problem in one gain of the Potaim card. Test repeated: OK.

	Thursday_27_M


	TBE2
	Diode test: MIITS too high (26 instead of 23): red alarm
	MTM
	
	Stephane informed: check the quench parameters with Pierre (heater delay, QH discharge). OK to continue.

	Thursday_27_A


	TBD1
	SSS36: HV test MQT vs Ground failed at cold at 600 V.
	MTM
	
	Richard checked the rack, made investigations. NC opened.

	Thursday_27_A


	TBB1
	SSS056 : Resistance measurements slightly out of range 
	MTM
	
	Stephane informed. He advised to open a NC and to proceed in the connection.

	Thursday_27_A


	TBB1
	SSS056: scanning problem

Origin : Different naming in MTF

              OP team did not have the rights


	TS/CE
	HWREC
	Maryline asks T.Ladzinski:

· to correct the name

· give the right access.

	Thursday_27_N


	TBF2
	2123: Quench at 6.2 kA in the bus bar.
	MTM
	
	Stephane informed.

Checks of electronic cards. No results.

Quench repeated 2 times: same results. Warm up of the magnet and opening with MTM experts.

	Friday 28_A

 
	TBF1
	IAP at cold on 2128 magnet: DAQ is not working
	MTM
	IAP
	Federico called. He restarted IAP application: solved.

	Friday 28_A

 
	TBA2
	ICS found the circuits opened for the short anti-cryostats.
	MTM
	
	Federico called. He found the good values of R. He explained to ICS team how to use the test box.

	Friday 28_A

 
	TBE1
	Warm up quench : DVT too high (156V)  Red alarm.
	MTM
	
	TC informed. Quench cleaned. Warm up confirmed.

	Friday 28_A

 
	TBD1
	During extra HV test Richard found that one current lead was too hot (~100 C)
	ACR
	
	Cryo team informed: One sensor was out of used. 

	Saturday_29_A

 
	TBE2
	IAP at warm : Tau jump error `6.1 % 
	MTM
	
	TC informed. Test repeated. Then OK.

	Saturday_29_N

 
	TBB1
	TCL aux (current lead auxiliary) are not OK 
	ACR
	
	Cryo team informed 

	Sunday_30_M

 
	TBB1
	SSS056 : One training quench performed (12600 A). Then faulty quenches (DAQ triggered). No data in the a02 file.
	ACR
	
	What happened? 

	Sunday_30_M

 
	TBB1
	MXI error while launching PT8 on SSS056 
	ACR
	
	Federico advised to reset the  DAQ crates :solved. 

	Sunday_30_M

 
	TBB1
	HWREC error (equipment missing) when launching the powering of corrector CD, EF.

Ramp of current impossible : SPA
	MTM

AB/PO
	
	Federico called. He decided to switch off HWREC

Federico found that L is not what it is expected (18 mH). He tried some values and found that L=3 mH is  matching.

Ramp done manually.

	Sunday_30_A

 
	TBA2
	During cool down, ACR tema informed that Tanticryosta less than 0 C 
	MTM
	
	Stephane and Federico informed. Federico found that a cable comimg from the PLC ART was disconnected The heating restart.

Stephane advised to put the shafts when Tanticryostat stable and above 20 C.. 

	Sunday_30_N

 
	TBB1
	Tcryo~30 K but magnet was still at 80 K (liquefactor problem , BP too high). 

Traction value too high 18 Kg.
	ACR
	
	TC informed. Shaft insertion stopped by Stephane. Shaft inserted Monday by MTM mechanics

	Monday_31_M

 
	TBE
	Ripple observed during the current discharge
	MTM
	
	Salem informed.


 

· Cluster A: MXI-VME module base address switch position modified

· Cluster B: VD50 modules swapped 

· Cluster C: MXI cable badly connected (pins touch)

· Cluster D: MXI-VME module base address switch position modified

· Cluster E: Ok (until now)

· Cluster F: MXI cable badly connected (pins touch)









