VC/ 9-Mar-04
Week 10  starting 01 March 04

SM18 Operation SCHEDULE Meeting (Tuesdays)

 Bench status  and tests for this week : 

	Bench
	Name
	 
	 

	TBC1
	MBAR3062
	Needs new before W'end
	 

	TBC2
	SSS002
	Cold Tests This Week
	cooling?

	TBD1
	3032
	Arrived Monday 1/03/04
	 

	TBD2
	MBAR3051
	 
	cold

	TBE1
	1054
	arrived Monday 1/03/04
	 

	TBE2
	MBBR3077
	 
	cold

	TBF1
	MBAR2034
	 
	cooling?

	TBF2
	MBBR3037
	 
	 

	 
	 
	 
	 

	 
	Forward look : 3068 , 2027 with AntiC
	 


Test Coordinator this week:  John Miles 16-4657 ;  MTM  Tech. on call :  (16-3602) . 

· Situation From Cryogenics:  J-P Lamboy or ACR Rep.

· Cryogenics  2/29/2004 9:30:00 AM     Quench Recovery very slow  took 8 hours for recovery from previous quench  
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· Similar problem C1 for recovery Sun night/Mon morning on 3062  ( > 7 hr Quench recovery)

· Cryogenics  2/29/2004 12:42:12 PM     Cooling down very slow.  
Expected 4.5K on 28th evening 6:00 PM still at 4.5K  
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· Other General Issues
1. Water Leak on Tues night :  OP Actions + H.Thiesen , Giorgio

2. Priority List in SMCR includes shafts/no shafts

3. ICS callout in e-logbook for info to next shift

4. ICS 06 numbers & pincode on 70900

5. AOB

	Date
	Problem
	Type
	Application/soft.
	Action/advise

	Tuesday 24_A


	TBE1: heavy water leak above power converter. Break of a the water cable connection.
	TS/EL
	
	Intervention of Ewald, Giorgio. Water taps closed by J.P Lamboy. Fire brigade called.

RME and RMB disconnected by H.Thiesen.

Restart TBE Friday evening.

	Thursday 26_A


	TBF2: Sun MTA28 blocked. Server down.
	AB/CO-MTM
	
	Advise from Alessandro : Use the exit button but then wait  for a complete exit without clicking in the abort button.

	Thursday 26_N


	TBF1: LHC cycle (at the end)

Full load line. Aperture 2: the shaft is not rotating well. Consequence:

CPU error address. Encoder pulse is not received so current reading was missing

Cannot re-start with run-recovery
	MTM
	
	Ewald reduced the speed of rotation to decrease the scratching. 

Action : Frederic Flamand will repair the TRU 3 after the test.

	Friday 27_A


	TBE1: PC fault launching IAP at cold. Problem with the position detector of the rotary switch.
	MTM
	
	Fault disappeared after several trials. Giorgio will fix this problem.

	Saturday 28_A


	TBE1: Local sun blocked. Server blocked.
	AB/CO-MTM?
	
	Ewald asks to kill the applications with “xkill”.

	Saturday 28_N


	TBD1: No signal quench received by Cryo.
	ACR
	
	J.P.Lamboy is investigating.

	Saturday 28_N


	Cooling down too long : Message from J.P. Lamboy: Nominal 3 magnets cold . 2 at 1.9 K and 1 recovery after a quench.
	ACR/MTM
	
	Advise : Shift leader will set priorities .

	Sunday 29_N


	TBE1: No power in the 220 V outlet test bench. The multipole socket is no powered for safety following the accident of Tuesday.
	AB/PO
	
	R.Mompo aware. Action with P.Legrand.



	Sunday 29_N


	TBD1: No HV test sequence in MATEST on cluster D  ( to put off  hf , lf acquisitions)
	MTM
	
	R.Mompo aware : Implementation with Giorgio.

	Sunday 29_N


	TBD1: TEMA has to be re-started many times. 
	AB/CO
	
	Restart applications.

	Monday 1_M


	TBD2: lost of cryo OK during a current ramp
	ACR
	
	








