vc/Week 31 starting 31 July 06
SM18 Operation Meeting (Tuesdays) 01 Aug 06

Bench status  on Monday  31-07-2006 at:  7/31/2006 9:41:18 AM
	7
	A1
	MBBR2362
	Prep 5 Cool Down
	104.81

	4
	A2
	MBAR2361
	PT 12 Warm Up
	13.25

	6
	B1
	SSS320
	PT 13.2 Resist. Meas.
	299.83

	11
	B2
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	300.55

	3
	C1
	SSS312
	PT 6.2 Training 2
	1.91

	9
	C2
	SSS267
	Prep 5 Cool Down
	156.85

	1
	D1
	SSS650
	waiting for shafts removal
	284.01

	2
	D2
	SSS624
	PT 6.4 Training 4
	11.53

	10
	E1
	MBAR1358
	PT 14 Magnet MAPS
	302.52

	8
	E2
	MBAL2281
	Prep 5 Cool Down
	92.61

	12
	F1
	MBBR1364
	PT 14 Magnet MAPS
	299.65

	5
	F2
	MBBR1362
	PT1 IAP@1.9K, Part III
	1.90


    
CONFIG :  D 6 - AS 3 -  IRSSS 3 ;   
Supervisor: Arjan  ;Eq support : 16-3602 
17 Magnet Tests completed  
8 Dipoles (2 with MM ,  1 repeat- 2339  was supposed to be for cryo only), 
7 Arc-SSS  tests but ONLY 5  magnets( 119 repeated & 257 HV pblms)
0  500-series [ ]
2  600-series [ 623 (148 hrs), 650 1st run - shaft pblms (187 hrs) ]
Major Power Failure at CERN  on Sat morning ; Put us out for 18 + hrs 
SSS259 & MB 1364 held up in warming due to this power failure
Big Gate & Cars blocked inside ..resolved only at 17.30 Sat aft

General Points :
C2 Bench was blocked by   sss257 for 2 weeks !! 

· Situation from Cryogenics:  J-P Lamboy or ACR Rep.
· News /Situation from (SSS, SSSS)  :  J Halik
· Situation SSSS  :D1 & D2 issues
· A.O.B..
	


Tests 

	Magnets under Test from 23-07-2006 to 29-07-2006 

	-
	Bench
	Magnet
	Shafts
	+
	Start Date
	Connect
Time
	Cooling
Time
	Cold Test
Time
	Warming
Time
	Disconnect
Time
	End Date
	Total
	Signed for
	
	

	1
	TBA1
	MBAL1392 
	[image: image3.png]



	


	24-07-2006 
	28 h.
	22 h.
	25 h.
	14 h.
	16 h.
	29-07-2006 
	105 h.
	Stripping
	
	

	2
	TBA1
	MBBR1363 
	[image: image5.png]



	


	17-07-2006 
	38 h.
	26 h.
	60 h.
	16 h.
	8 h.
	24-07-2006 
	148 h.
	Stripping
	
	

	3
	TBA2
	MBAL2350 
	[image: image7.png]



	


	21-07-2006 
	23 h.
	36 h.
	10 h.
	40 h.
	8 h.
	26-07-2006 
	117 h.
	Stand By
	
	

	4
	TBB1
	SSS119 
	[image: image9.png]



	


	21-07-2006 
	26 h.
	12 h.
	45 h.
	8 h.
	0 h.
	25-07-2006 
	91 h.
	Not Found or Thermal cycle
	
	

	5
	TBB1
	SSS119 
	[image: image11.png]



	


	25-07-2006 
	1 h.
	14 h.
	11 h.
	9 h.
	16 h.
	27-07-2006 
	51 h.
	Stripping
	
	

	6
	TBB2
	SSS268 
	[image: image13.png]



	


	21-07-2006 
	34 h.
	26 h.
	35 h.
	8 h.
	11 h.
	26-07-2006 
	114 h.
	Stripping
	
	

	7
	TBC1
	SSS269 
	[image: image15.png]



	


	19-07-2006 
	28 h.
	15 h.
	44 h.
	10 h.
	10 h.
	23-07-2006 
	107 h.
	Stripping
	
	

	8
	TBC1
	SSS321 
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	23-07-2006 
	32 h.
	15 h.
	31 h.
	8 h.
	12 h.
	28-07-2006 
	98 h.
	Stripping
	
	

	9
	TBC2
	SSS257 
	[image: image19.png]



	


	18-07-2006 
	23 h.
	21 h.
	122 h.
	27 h.
	0 h.
	27-07-2006 
	193 h.
	Not Found or Thermal cycle
	
	

	10
	TBC2
	SSS257 
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	27-07-2006 
	0 h.
	12 h.
	6 h.
	23 h.
	33 h.
	29-07-2006 
	74 h.
	Stand By
	
	

	11
	TBD1
	SSS650 
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	17-07-2006 
	77 h.
	24 h.
	70 h.
	16 h.
	0 h.
	25-07-2006 
	187 h.
	Not Found or Thermal cycle
	
	

	12
	TBD2
	SSS623 
	[image: image25.png]



	


	20-07-2006 
	29 h.
	20 h.
	75 h.
	12 h.
	12 h.
	27-07-2006 
	148 h.
	Stand By
	
	

	13
	TBE1
	MBAL2351 
	[image: image27.png]



	


	20-07-2006 
	23 h.
	24 h.
	48 h.
	14 h.
	11 h.
	25-07-2006 
	120 h.
	Stripping
	
	

	14
	TBE2
	MBAL2338 
	[image: image29.png]



	


	19-07-2006 
	26 h.
	25 h.
	18 h.
	14 h.
	7 h.
	23-07-2006 
	90 h.
	Stripping
	
	

	15
	TBE2
	MBAR1359 
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	25-07-2006 
	20 h.
	25 h.
	21 h.
	14 h.
	25 h.
	29-07-2006 
	105 h.
	Stand By
	
	

	16
	TBF1
	MBAL2339 
	[image: image33.png]



	


	17-07-2006 
	36 h.
	22 h.
	21 h.
	14 h.
	54 h.
	23-07-2006 
	147 h.
	Stripping
	
	

	17
	TBF2
	MBBL2358 
	[image: image35.png]



	


	19-07-2006 
	45 h.
	25 h.
	107 h.
	14 h.
	11 h.
	28-07-2006 
	202 h.
	Stripping
	
	


 

	-
	Magnet
	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	Q7
	Q8
	Q9
	Q10
	Q11
	Q12
	Q13

	1
	MBAL1392
	11953 A.
(D1-L)
	12404 A.
(D1-U)
	[image: image37.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	2
	MBBR1363
	10124.8 A.
(D2_U)
	12622 A.
(D2-U)
	12850 A.
[image: image38.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	3
	MBAL2350
	[image: image39.png]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	4
	SSS119
	11520.5 A.
(QE_34)
	11912.9 A.
(QE_12)
	12195 A.
(QE-34)
	12280 A.
(QE-34)
	12375 A.
(QE-34)
	12363.7 A.
(QE_12)
	12472.1 A.
(QI_34)
	12416 A.
(QI_12)
	12523.1 A.
(QI_12)
	12559.3 A.
(QI_12)
	[image: image40.png]



	-
	-

	5
	SSS119
	12344.5 A.
(QE_34)
	12540 A.
(QE_12)
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	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	6
	SSS268
	11276.1 A.
(QI-12)
	11425.8 A.
(QI-12)
	12128.5 A.
(QI-12)
	12850 A.
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	-
	-
	-
	-
	-
	-
	-
	-
	-

	7
	SSS269
	11395.8 A.
(QI_12)
	11811.5 A.
(QI_12)
	12018.1 A.
(QE_34)
	12491.5 A.
(QE_12)
	12451.6 A.
(QI_12)
	12700.4 A.
(QI_34)
	12851.7 A.
(QI_12)
	12850 A.
[image: image43.jpg]



	-
	-
	-
	-
	-

	8
	SSS321
	11143.8 A.
(QE_34)
	11604.8 A.
(QE_34)
	12350.5 A.
(QE_12)
	12612.6 A.
(QE_34)
	[image: image44.png]



	-
	-
	-
	-
	-
	-
	-
	-

	9
	SSS257
	12030.5 A.
(QE_34)
	12804.8 A.
(QI_34)
	31.1 A.
(No Data)
	12852 A.
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	12850 A.
[image: image46.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-

	10
	SSS257
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	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	

	11
	SSS650
	4318.7 A.
(Ex_MQ_34)
	4335 A.
(IN_MQ_12)
	4403.6 A.
(Ex_MQ34)
	4433.1 A.
(I-MQML34)
	4484.3 A.
(I-MQML34)
	4500.3 A.
(E_MQML12)
	4511.7 A.
(Ext-M_12)
	4524.3 A.
(Int-MQ12)
	4570.8 A.
(Int-MQ34)
	4625.8 A.
(I_MQML)
	4650 A.
[image: image48.jpg]



	-
	-
	

	12
	SSS623
	3905.4 A.
(Ext_MQML)
	4134.3 A.
(E_MQML12)
	4211.9 A.
(E_MQML34)
	4260 A.
(Int_MQML)
	4366.6 A.
(E_MQML34)
	4518.6 A.
(E_MQML12)
	4579 A.
(I_MQML12)
	4629.6 A.
(I_MQML34)
	4638.6 A.
(I_MQML12)
	4650 A.
[image: image49.jpg]



	-
	-
	-
	

	13
	MBAL2351
	11149 A.
(D2_L)
	11248.9 A.
(D1_L)
	12093.2 A.
(D2_U)
	12310.6 A.
(D2_U)
	12391 A.
(D2_U)
	12507.9 A.
(D2_U)
	12497.5 A.
(D2_U)
	12660.4 A.
(D2_U)
	12850 A.
[image: image50.jpg]



	-
	-
	-
	-
	

	14
	MBAL2338
	11336.6 A.
(D2-U)
	12340.7 A.
(D1-U)
	12850 A.
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	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	

	15
	MBAR1359
	12540 A.
(D2_U)
	12759.3 A.
(D1_U)
	12850 A.
[image: image52.jpg]



	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	

	16
	MBAL2339
	11597 A.
(D2_U)
	12302.1 A.
(D2_U)
	12416.7 A.
(D1_L)
	12511 A.
(D1_U)
	[image: image53.png]



	-
	-
	-
	-
	-
	-
	-
	-
	

	17
	MBBL2358
	10352.5 A.
(D2_L)
	12008 A.
(D1_U)
	12601 A.
(D1-U)
	12850 A.
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	-
	-
	-
	-
	-
	-
	-
	-
	-
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257 stayed on bench previous w’end without tests unnecessarily & we could have offloaded it earlier : overall ~half month of C2 Time
2358 & special hall probe m’ments:  one whole night magnet was kept cold without any tests

1363 had MM ; 623 had long training; 2351 had long training

650 .. long training to ultimate; shafts could not be put at cold in 1st run & so magnet had to be warmed up, readjustments made ..& then start 2nd run.. magnet now finished only on Monday 31st July…disconnection start 






25 AUG 06 (Morning) to 31 AUG 06 (Night)
	25A(TUE)

	TBF2
	
	 The power converter tripped as the power supply for the controller module overheated. Guy was called. 


	He attended to it & by this time the temperature reduced and the converter was functional again.


	26M(WED)


	TBA2
	ES
	TBA2: MBAL2350 – E-traveler for PT13.1 and PT13.2 is signed but actual tests are not conducted. 
	This is as per request from Richard (Eq. Support). HV test PT2 has failed and Richard is carrying further investigation


	25N(TUE)

	TBC1
	ES
	TBC1: During IAP at Cold (AC Compensation), all potaim cards are getting triggered immediately after applying the ac voltage to AC patch panel. Guy was. 


	2 potaim card (V-clamp and V supra) were triggering when applied AC voltage is above 0.5Vp-p.  Guy reported that voltage taps were inversed inside CFB. A special connector is fitted to care of this. Tests are being resumed

	TBD1
	CR
	TBD1: Temp too high AC Bench D1: Informed Equipment Support in consultation with Cryo. 
	CRYO said this is faulty, because of disconnection of anticryostats for repair, and OP team gets an SMS every hour. This cannot be cancelled


	26N(FRI)


	TBA1
	ES
	TBA1:PT4 could not be launched due to Hardware Recognition Error. Guy came and checked that TT821 of MB2361 is missing in mtf, so HR create an error while lunching the on TBA1..
	Guy switched off HWR to go on with test on A1. Tests on A2 will wait until the data is updated in MTF on Thursday

	TBC1
	ES
	TBC1: During PT6.4 (warm up quench), no data was available on LF. So there was no QH information available. But from all other AQA information, it was concluded that the magnet can be warmed up
	 Eq sup may please check to restore LF data if possible


	27M(THU)


	TBC2
	ES
	TBC2:- PT1-Part could not be launched. Permanent triggers. Eq. Sup confirmed about two missing voltage taps. Problem being investigated by them
	After investigation equipment support instructed CRYO team to warm up the magnet naturally. Magnet to be signed for stand by as the voltage taps problem still persists.


	28N(FRI)


	TBE1
	ES
	TBE1 : Problem in CDAP: Passive bus bar internal vs. external failed. Run recovery attempted three times but the step was failing. Guy contacted. 
	ES solved the problem.

	TBD1
	ES
	TBD1 : Magnetic measurement program giving alert (MOTOR PROBLEM!) while performing Full load line at position (1340,1338). Guy contacted. 
	It was found that there was over range error both in aperture 1 and 2. also, the standard deviation corr. to shaft rotation was very high


	29M(SAT)


	
	
	 Major Power Supply Interruption.
	

	TBD1
	
	TBD1: MM2 (Previous shift informed us to repeat MM2). During second run there was a problem with data acquisition system and measurement was aborted after 1Hour. There was a power interruption immediately after aborting the test.
	PS related problem


	29A(SUN)


	
	
	As per instructions from Nick, contacted Jerome for problems related to servers and displays. SMTMS and sm18op site is operational but MTF is still not accessible. Contacted IT helpdesk and got the information that database servers will be operational only after one hour.
	PS related

	TBA1
	
	TBA1:TBE2: New magnets not scanned as mobic is not operational as well as MTF application is not accessible.
	


	29N(SUN)


	D1&B1
	
	TBD1 & TBB1: No water supply for at least 2 hours so no powering tests can be launched.
	PS related problems

	TBB1
	
	TBB1: Water interlock on PLCSE vanished. However there is still a water interlock in Cryo process
	

	TBC
	
	TBC: The display of sunmta58 (Power Application M/C's) is not functional. Thus unable to launch Prep2.2C from tema. Equipment Support to be contacted in Morning.
	


	30M(SUN)


	TBD1
	
	Nick instructed us to warm up D1 - the shafts will be removed at warm.
	


	31M(MON)



	TBF
	ES
	TBF: no current reading on F bench, after troubleshooting Equ. support called the AB/PO piquet. 
	They found a problem inside the PC


	31A(MON)



	TBC1
	ES
	TBC1: IJ current leads seems to have too much contact resistance that is why the current cannot reach 60A because as it reaches 30A the voltage level for the detection is reached also (4V). 


	Equ.support called TC to  send a technician from AT/MEL on the ground and check it.


	31N(MON)


	TBD2
	
	TBD2: As per last shift, HV test problems probably due to MY92 HV rack battery low. Being tried with new rack. Informed to Eq.Sup as there is shortage of racks.  
	ES to take action



	TBE2
	
	TBE2: Lot of condensation at the current leads on CFB, so HV could not be carried out. Heater installed and being moved on all leads time to time.
	Condensation problems


1. Frequent Water condensation at CFB.

2. Trigger is generated as soon as PT1(AC comp) cable is connected.  

3. One HV rack was repaired & put back in service.  Still problems are reported.

4. Power supply interruption related problems
































































