Week 25 starting 19 June 06
SM18 Operation Meeting (Tuesdays) 13 June 06

Bench status  on Monday  19-06-2006 at:  6/19/2006 9:51:35 AM
	1
	A1
	MBBR2290
	Extra min. Energy test
	1.90

	4
	A2
	MBAL 2569
	Prep 0 Scan Bench
	299.65

	6
	B1
	SSS319
	Prep 5 Cool Down
	2.35

	8
	B2
	SSS678
	PT 6.2 Training 2
	4.25 HV

	2
	C1
	SSS185
	PT 13.1 IAP @ Warm
	296.79

	11
	C2
	SSS340
	Prep 5 Cool Down
	4.68 HV

	12
	D1
	SSS659
	Waiting for Disconnection
	298.67

	9
	D2
	SSS532
	PT5.3: Powering Corrector CD
	1.90

	7
	E1
	MBAR1357
	PT 9 CDAP HV
	1.90

	10
	E2
	MBAR1300
	PT 3 QH Measure
	1.90

	3
	F1
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	298.67

	5
	F2
	MBAR1292
	ICS 4 Final connection
	298.76


  CONFIG :  D6- AS3 –IRSSS3;
Supervisor: Gijs (gilbert)/        Eq support : 16-3602 :

11 Magnet Tests completed :  8 Dipoles (),  1 Arc-SSS  ( 038  REPEAT)

(11 Magnets in all)

1  500-series ( 532 (  HV tests failure…
                                                  1  600-series [ 649 (153 hrs),  ( hrs),    ]
2262 worked as expected after Th Cycle & reached 12850A in 3 ramps 
( total 204 + 93 = 297 hrs = ~ nearly 2 weeks   )                              
General Points :

532 ( MQ) seems to quench Sun night in busbars ? 3 quemches @  ~ 7K A

D1 659 could have been warmed up on Thursday & removed Friday or Sat  ( 
B1   was under repair early in week;          C1 & C2 were converted to SSS starting 12June ; C2 on Monday & C1 on Thursday( comment last Monday not valid – we efficiently used weekend + to fully use the bench & finish a dipole 1332 in 110 hrs, so sat to Thursday ) ; anyway, Lionel had only 1 mech on Monday to handle B1 first…
· Situation from Cryogenics:  J-P Lamboy or ACR Rep.
· News /Situation from (SSS, SSSS)  :  J Halik
· Situation SSSS  :OP issues : 
· A.O.B..

	Magnets under Test from 11-06-2006 to 17-06-2006 

	-
	Bench
	Magnet
	Shafts
	+
	Start Date
	Connect
Time
	Cooling
Time
	Cold Test
Time
	Warming
Time
	Disconnect
Time
	End Date
	Total
	Signed for
	
	

	1
	TBB2
	SSS649 
	[image: image3.png]



	


	09-06-2006 
	70 h.
	14 h.
	50 h.
	8 h.
	11 h.
	16-06-2006 
	153 h.
	Stand By
	
	

	2
	TBC1
	MBAR1332 
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	10-06-2006 
	46 h.
	27 h.
	15 h.
	13 h.
	9 h.
	15-06-2006 
	110 h.
	Stripping
	
	

	3
	TBC2
	MBAR1291 
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	08-06-2006 
	32 h.
	28 h.
	23 h.
	17 h.
	6 h.
	12-06-2006 
	106 h.
	Stripping
	
	

	4
	TBC2
	SSS350 
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	13-06-2006 
	38 h.
	16 h.
	24 h.
	7 h.
	15 h.
	17-06-2006 
	100 h.
	Stripping
	
	

	5
	TBD2
	SSS532 
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	08-06-2006 
	113 h.
	25 h.
	7 h.
	10 h.
	16 h.
	15-06-2006 
	171 h.
	Stand By
	
	

	6
	TBE1
	MBAR2329 
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	11-06-2006 
	35 h.
	31 h.
	18 h.
	15 h.
	18 h.
	16-06-2006 
	117 h.
	Stripping
	
	

	7
	TBE1
	MBBR2302 
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	06-06-2006 
	28 h.
	25 h.
	16 h.
	15 h.
	14 h.
	11-06-2006 
	98 h.
	Stripping
	
	

	8
	TBE2
	MBAL2343 
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	12-06-2006 
	29 h.
	31 h.
	24 h.
	15 h.
	13 h.
	16-06-2006 
	112 h.
	Stripping
	
	

	9
	TBE2
	MBAR1355 
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	07-06-2006 
	24 h.
	25 h.
	18 h.
	14 h.
	19 h.
	11-06-2006 
	100 h.
	Stripping
	
	

	10
	TBF1
	MBAL2339 
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	09-06-2006 
	32 h.
	26 h.
	25 h.
	14 h.
	10 h.
	13-06-2006 
	107 h.
	Stand By
	
	

	11
	TBF2
	MBBR2262 
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	10-06-2006 
	32 h.
	10 h.
	18 h.
	24 h.
	9 h.
	13-06-2006 
	93 h.
	Stripping
	
	


B1 was under repair early in week; C1 & C2 were converted to SSS starting 12June 

	-
	Magnet
	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	Q7
	Q8
	Q9
	Q10
	Q11
	Q12
	Q13

	1
	SSS649
	3938 A.
(Int_MQML)
	4132 A.
(E-MQML34)
	4216 A.
(Ex-MQ-34)
	4278 A.
(E-MQML12)
	4334.3 A.
(MQML_12)
	4367.6 A.
(MQML_12)
	4417.9 A.
(MQM_34)
	4453.1 A.
(Ex_MQM12)
	4466.4 A.
(In_MQM34)
	4482.9 A.
(E-MQML34)
	4627.5 A.
(E-MQML34)
	4652 A.
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	-

	2
	MBAR1332
	11578.7 A.
(D1_L)
	12696.2 A.
(D2_L)
	12757.3 A.
(D2_U)
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	-
	-
	-
	-
	-
	-
	-
	-
	-

	3
	MBAR1291
	11944.4 A.
(D1_U)
	12476.7 A.
(D2-U)
	12641.6 A.
(D1-L)
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	-
	-
	-
	-
	-
	-
	-
	-
	-

	4
	SSS350
	12174.7 A.
(QE-12)
	12214 A.
(QI_12)
	12653.5 A.
(QI_34)
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	-
	-
	-
	-
	-
	-
	-
	-
	-

	5
	SSS532
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	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	6
	MBAR2329
	12114.7 A.
(D2_U)
	12850 A.
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	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	7
	MBBR2302
	10987 A.
(D1_U)
	12096.4 A.
(D2_U)
	12285.1 A.
(D1_U)
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	-
	-
	-
	-
	-
	-
	-
	-
	-

	8
	MBAL2343
	11882.6 A.
(D1_U)
	12150.1 A.
(D1_U)
	12749 A.
(D1-U)
	[image: image32.png]



	-
	-
	-
	-
	-
	-
	-
	-
	-

	9
	MBAR1355
	12311.1 A.
(D1_U)
	12849.1 A.
(D1-L)
	12850 A.
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	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	10
	MBAL2339
	10908.1 A.
(D2-U)
	11639.3 A.
(D2-U)
	12524 A.
(D2-U)
	12590.8 A.
(D2-U)
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	-
	-
	-
	-
	-
	-
	-
	-

	11
	MBBR2262
	11633.3 A.
(D1_L)
	12336.6 A.
(D1_L)
	12853 A.
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	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
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          Effective  only 11 magnets Tests this week ; 649  usual long connection times & long training; 532 had warm SSW & then HV pblms & so was disconnected & only after the  problem reason defined – so now connected & tested again in week 19 June
            2262 was AFTER ROBTC, 

	Date
	Bench
	Problem
	Type
	Application/
soft
	Action/advise

	Tuesday_13_M
Tuesday_13_A
	TBA1
	MB2290: TRU Shaft on Ap1 is to be moved by hand  The steering wheel is out of service
MB2290: Special  MM program : training quench between the two machine cycles is OK?
	MTM
	
	TRU changed by MTM mechanics. Test program:  Stephane advised to repeat MM1 and to do MM3 directly without repeating MM2.

Stephane answered that any quench equal or above 6.5 kA is OK.

For provoked quenches , shaft stayed in MM position.

For training quench move the shaft in Qloc position and then back to MM position..



	Tuesday_13_N
	TBB2
	SSS649: AQA Alert for training ramp#5, MITS value exceeds 2.3 for I = 4.3K.
	MTM
	AQA
	TC informed to continue.

	Tuesday_13_N
	TBC1
	MB1332 : When PT9 was launched with HV rack MY93, during the first step 'dipole QH vs ground' 600V was continuously being applied for more than 300 sec, whereas the actual duration would have been 120 sec.
	AB/CO
	HV
	Megger problem. Removed by Richard.

	Tuesday_13_N
	TBC
	MB1332: Application 'hfoff' in the sun station sunmta23 is not permitting manual MIITS calculation.
	AB/CO
	hf
	

	Tuesday_13_N
	TBA1
	MB2290 : During LHC_cycle_300s special MM test, a detraining quench ( by 1 kA) occurred at 11850 A.
	MTM
	
	Stephane informed. He advised to re-train the magnet and then repeat the LHC_cycle_300s. 

	Tuesday_13_N
	TBC2
	SSS350: Dipole to SSS conversion problem. All the quench heater connections are carried to the bench. Unable to connect two quench heaters to the dummy resister due to permanent connection to bench.
	MTM
	
	

	Wednesday_14_M
	TBD2
	SSS532 : Insulation Test Failure on the MQTL. Magnet.
	MTM
	
	Equipment Support contacted. Problem under investigation. NC Generated in CQBP. The report file will be edited and uploaded by Richard.Magnet warm up and investigation by J.Kosak. IFS box detached.
A.Siemko found that a cryo-flexible was touching the current leads. The magnet is cooled down again.

	Wednesday_14_N
	TBB1
	SSS319 : LF acquisition is not getting triggered on during clamp connection test (prep 2.2c - CD as well as EF). 
	ICS
	
	OP team asked ICS to  re-check the connections on our request, but problem still persists. S4 in TBB2 with not corrector circuit CD.

	Wednesday_14_N
	TBA1
	MB2290 : No data after min. en. 6,5 kA, VME crates :MIXI error, sunmta31 was blocked.
	AB/CO
	
	Crate switched off/on’

Sun-MTA 31 always blocked, reboot again, but error MIXI still there. Reset the 3 crates 5 times and finally ok!!!

	Wednesday_14_N
	TBA1
	MB2290 : MIXI error during LHC cycle, crate 3 is showing 0 V (overheat)instead of 5 V
	MTM
	
	Changed by Giorgio.

	Wednesday_14_N
	TBE1
	MB2343 : Files generated during PT 5.1, PT 5.2 and PTE couldn't be accessed from the sun stations in the control room.. Manual MIITS calculation is pending. Problem couldn't be solved even on resetting PLCSE and restarting applications.


	AB/CO
	
	The files were accessible from local sun station and the local AQA analysis indicated no alarms, and all graphs were OK

Equ.support looked into the problem Thursday. Files from not copied because the script is on the sunMTA24 and the sun was switched off.

	Thursday_15_A
	TBF2
	MB1320: Scanning of TRU and shafts. There is a problem with the wireless network. Both mobic cannot access the server. 
	IT
	
	Giorgio will contact Netops for the wireless network.

Scanning of TRU, shafts & mobile rack done manually and entered in MTF manually

	Thursday_15_N
	TBE1
	MB2329 : WP07 was done and OK but not getting transferred to HVMTF. So not uploaded. But stripping signed.
	MTM
	
	Inform Richard about this problem.

	Friday_16_M
	TBC2
	SSS350 : Powering of IJ corrector give a fault
	AB/PO
	
	New power converter. It has to be commissioned.

	Friday_16_M
	TBF2
	MB1320 : MM2 exportation data in the DB could not be done.” Field 7 not correct”.
	AB/CO
	
	Stephane informed by Richard. Problem already seen. He advised to warn Guy who will manually change the file configuration.

	Friday_16_M
	TBA1
	MB1320: MM special LHC cycles. Over-range appearing in the head of aperture 1 at high current.
	MTM
	
	Stephane informed by Giorgio. He advised to proceed as the goal of the special test is to investigate the behavior at around 760 A.

	Friday_16_A
	TBD2
	SSS532: V-Clamp EF faults. 

	MTM
	
	V-taps inversed on the plate-forme.

	Friday_16_A
	TBE1
	MB1357 : Problem with interconnection box during prep.1, PLC blocked.

Same problem with prep.2.
	MTM
	
	Test carried out by re-setting the PLC

PLC reset again.TEMA shows "error in DB while executing hr_configuration"

	Friday_16_N
	TBD2
	SSS532: Special test carried out by expert. File no. A0606161831.he01 went to MQLAD_532_2 by mistake.
	AB/CO
	LF
	OP team informed. The extension of the file has also to be changed.  Equip.support will correct this.

	Saturday_17_M
	TBD1
	SSS659 : TT821 gave wrong value. 
	MTM
	
	NC opened.

	Saturday_17_A
	TBC1
	SSS185 : Powering of the corrector in the EF circuit is not possible.
	AB/PO
	
	Salem called AB/PO piquet. Rest of the log file of the PC..

	Saturday_17_A
	TBC1
	SSS185 : During the Powering of the corrector in the GH circuit , the current in IJ is ramping  and vice-versa.
	MTM
	
	Salem informed.

	Saturday_17_N
	
	Problem with editing the e-logbook.

SMTMS web page cannot be read (problem with internet explorer).
	
	
	

	Saturday_17_N
	TBB1
	SSS319: Anticryostat alarm. Magnet in stand-by
	MTM
	
	Salem informed. He checked and called P.Legrand. Value of the resistance use for temperature reading is wrong, so blocking the coo-down. Problem solved..

	Sunday_18_A
	TBC1
	SSS185: One quench heater power supply is damaged.
	MTM
	
	Salem investigated the problem.. He changed the power supply and discharge the heaters in the dummy resistors.

	Sunday_18_N
	TBD2
	SSS532 : PT1 (IAP at cold) errors reported in QI_34-12 : offset 13.6 (max 10.0)) It was not possible to do adjustment on potaim card.
	MTM
	IAP
	Salem informed. The faulty potaim card was replaced.

	Sunday_18_N
	TBC1
	SSS185 : IAP at warm after cold test could not be done because of LF Acquisition Error: MXI error.
	AB/CO
	lf
	Salem solved the problem Monday Morning.

	Monday_19_M
	TBB2
	SSS678 : AQA alert 'MIITS AQA exceeds 2.5 for I=5.1kA' MIITS value=3.7
	MTM
	AQA
	TC contacted. He advised to ignore the alert and proceed with test.

	Monday_19_M
	TBD2
	SSS532 : 3 training quenches not detected by AQA with quench current value decreasing from 8749A (1st quench) to 7554A (3rd quench). TC anticipated problem in busbar connection.
	ACR
	
	TC contacted. Training stopped and investigations. Third quench faulty because of not enough cool down.

	Monday_19_M
	TBA1
	MB2290: LHC cycle FT _cur8kA_300s stopped because of cryo_OK lost.
	ACR
	
	Salem and TC informed. Min NRJ repeated. LHC cycle repeated.

	Monday_19_A
	TBB2
	SSS678: MQ reached ultimate but when launching SPA from TEMA, the sequence was blocked.
	MTM
	
	Salem informed. 




















